Complex multi-scale attention(CMA) module

As one of the most important modules in xx net. CMA is designed for local and global feature extraction and interaction from real and imaginary parts. As shown in Fig.1 , CMA mainly consists of a Complex Feature Interaction unit and Cross-spatial learning unit ,which are used for feature interaction and feature extraction, respectively.

1. Feature Grouping:
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2）Complex Feature Interaction Unit(CFI):

In speech enhancement(SE),the main challenge is how to effectively utilize the spectral magnitude and phase information of noisy speech while reconstructing the clear speech signal.To achieve this,we propose the Complex Feature Interaction Unit to make our model extract and interact as much as possible useful information from both the real and imaginary parts of the speech signal.As shown in Fig.X, the xxx unit mainly consists of three parallel substructures, including two parallel instances of the shared components with 1x1 branch and a singular 3x3 branch.

In the shared component of the 1x1 branch, we employ a structure similar to the 1D feature encoding vector found in the Coordinate Attention (CA) module[[[1]](#endnote-1)],which can capture position information along the horizontal and vertical dimensions of the real and imaginary parts. These vectors are obtained by global average pooling of the corresponding dimensions of the input tensor. These two 1D feature-encoded vectors are then concatenated and processed through a shared 1x1 convolutional layer with dimensionality reduction. This convolution is designed to capture local cross-channel interactions. The 1x1 convolution kernel has similarities to the channel convolution. After convolution the output passes through a nonlinear sigmoid function in each parallel path. Attentional weights learned from these parallel paths are used to reweight the original intermediate feature maps to produce the final output.

On the other hand, 3x3 branch expands the feature space by capturing the cross-channel interaction of real and imaginary local information through 3x3 convolution. In this way, the EMA not only encodes the inter-channel information to adjust the importance of different channels after real-imag concating, but also preserves the precise spatial structure information into the channel.

1. Cross-spatial learning unit(CSL)：
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Which is designed for encoding real and imaginary part global information and modeling the long-range dependencies.And then CSL applies nonlinear functions on the output of 2D GAP to fit the upon linear transformations.
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Via its cross-space information integration technique and parallel substructures, CSL significantly enhances the network's proficiency ability to handle intricate spatial configurations, specially its ability to capture and interact with pixel-level details and global context in both the real and imaginary domains.
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